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INTRODUCTION

Let f(x) denote the probability density function of the auxiliary
variable x and let the regression of y on x be given by

y=c(x)+te, . . (.1

where c(x) is a function of x and eis such that E(e/x)=0 and
V(e[x)=¢(x)>0 for all x in the range (a, b) with (b —a)<co. Under
this set up, Singh and Sukhatme (1969) have shown that in case of
stratified simple random sampling the solutions to the systems of
minimal equations, viz.

[e(xn) = tnel®+ om0+ P(xn) +pagp

v s+ Hag
[Cxn) = picl+ 6362+ o) + i (1.2)
\/Gicz'*:i’-i(ph ’ S
and Xp= .W’%“iﬁ )

where in the /-zh stratum,
un.=Expected value of c¢(x),
ox,”=Variance of ¢(x),

urp=Expected value of ¢(x), -
and Ci=h+1,h=1,2, ..., L—1
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give optimum strata boundaries (in the sense of min. variance) on the
auxiliary variable x under Neyman and proportional allocations res-
pectively, provided that the functions p(x) =£(x). [4p(x)c"2(x)+ o'2(x)].
(p(x))~%/% and ¢"*(x)f(x) are bounded and possess first two derivatives
for all x in (a, b).

The system of equations (1.2) has been shown to be equivalent
to the system

Xp Xat1

K4 [ pde. 140K | p(0d. [140(6)]
Xh—1 Xp

i=h+1,h=1,2, ..., L—1 (1.4

where for the /i th stratum
Kn=xXxp—Xn_1,
x»=Upper boundary,

Xn-1=lower boundary, and O0(K:%) approaches zero faster
than K>,

If the number of strata L is taken to be large so that the strata

widths K;, are small and the terms of 0(n?), m=Sup (K3), are negligi-
a, b)

ble, the system (1.4) can be approximated by the system

Xn
K,? J p(Ddt=constant e (1L3)
Xp-1

or equivalently by

O(Xn-1, Xz)=constant, .-.(1.6)
where
Xp .
Qs x0=Ka* [ p(Odt. [1+40K,2)] (1)
Xp-1

Now one can obtain various functions Q(x;-;, x;) as defined in
(1.7). Each such function gives a system of equations, the solutions to
which provide approximately optimum strata boundaries (AOSB) on
the variable x. In theotem 2.1 of this note we give certain asymptotic
propertics of all such AOSB,
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2. PROPERTIES OF THE AOSB

As mentioned in the previous section, various systems of
equations can be developed from (1.5) and (1.6) and let (x;;) be the
solution to the i-th such system. Define

Hmew=m2jpmdLn+mmm @)
*n-1
and
L
Ep [xh]z F(xn-1, Xn), . (2.2)
=1

so that the variance V(J,)y of the stratified estimate ¥ of popula-

tion mean, with Neyman allocation of the sample to the strata, can
be obtained from

b
VilTay= | vem - fodt L o)

a
where 7 is the total sample size.

Also let [x,] denote the exact solutions to the minimal equations
(1.2). Then, we have the following theorem :

Theorem 2.1 If the function p(x) is bounded away from zero
and possesses first two derivatives for all x in (a, b), with (b-a)<o,
then as Lo

(4) Sup (Xa—x(-1)i) -0

(a, b)
B) Sup lxp;—x, | =0T S - X _.,- 2 :
e 0 g T

(©) 1= By [l Bp [vad= 0 [ @0 —xo-n) T,

b
(D) lim By, [xu]=lim £ [xh]=|: J' O] ]7L2

Proof :—(4) If Ku=x1—x(s-1)s, then as L-»co, inf (K,;)-0.

. . . . L
Suppose it is not true and Ile inf (Ky))=€>0, then = K> Le
~—> 0 h= )
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and avalue L; of L can be found suchthat for all L>L,, Le>(b—a),

which is impossible. Hence we have lim inf. (K) =0
: L«

Now let j(i) be the stratum for which Kj=inf (K;). Asinf,
(Kn) =K;;—0, 02, K%; and C;, where C; is the constant of the i-th
system, tend to zero. Since the equation,

Xhi
K | =,

X(p-1)i
(of the i-¢h system) holds for all 7 and 0<p(x) < oo for all x in (a, b),

Sup (Kp;)—>0 as L—> 00,
(a, b)

(B) The system of equations (1.4) can also be put as
A(xh—la xh)=B(xh; Xh+1) '(24)

where A(xs, Xu) and B(x, Xi4+;) differ in respect of the terms
0(K?%.41) in [140(K?,4,)]. On expanding the two sides of (2.4) with
the help of Taylor’s theorem about the points (Xu-p: Xa:) and
(%ni, Xwtyys) respectively, we get the equation (2.4) as

Xni
AU -1yiy Upi
K J p()dt. [1+0(K2%)] + 21 84A(Up-1) ' 1i)
aU(h—x)z
X(p-11
. 0A(Un—i Un)
'Jl'zhz BU;“'
X(p41)s ”
=K*(uc): I POt 1+ 0(K2 b1y + 21s aB(Uh-ai'U ’ .(hu)i)
Xni
_9B(Uni, Unrns) 55
+Zlh+1)1 aU(h+1)i .-( . )

where 2 5 =X4 — X5, Uni=Xp1 40200, C< 0,<1.
Since

Xn; X(nt1)4
Ko | pOdt=Kmn | pdr=Ce,

X{n-1)1 Xxt

et Gk



e
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the equations (2.5) can be put as

“Wae1yit2Whi—Wonenyi=Rpi ..(2.6)
where \
o 9A(Un-1115 Uni)
Wn-1yi=—2m-1i - T U
o 34 (-1 Und) _ 3B(Uni, Upsnrd)
Whi=zu \: 0Uns ks +(2.7)
BB U is U 1)1
Waneyi=zZatni - (azl(m: e
and )
*(p11)4 xhy
Ryi=K? 1) I p(0)dt. O(K®niyi)— K% _[ p()dt. O(K%)
Xpi *(p-1)s
It can be easily seen that the solution
L—1
=L [ (L—)) Ethm z (L— Iz)RM] j=h—1, h, h+1
h=j+i

satisfies the equation (2.6).

Now we have

Kol Kni=[Cilp (x(3-1yi+ 0;K;) 1P/ [Cilp (X ity + 02.K2) 11 =0(1),
where 0<<f;, 0,<1 and also C;*®*=((K,;) for any h.
Also

Ky —EKni=C* [p7 B(Xni + 0o+ 1y Kinenyi—p

(xne—(1—62) Kni)]
=0(K%.) + 0(K?(n+1¢)
Therefore,
Rhi=Ci] 8 O(Kh5i)-

Wntmg my= Sup (K#:) and taking K= _onstant <o,
(a,

L
| Wyl = Ci 13.0(L.2Kk5,-) | <KLmd.(b—a)C O =0(my) ...(2.8)
h=1
Since
inf. K<L '(b—a) < (Sug) (Kn) =m, so that L=0 [m;~1(b—a)].
a, .
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As the coefficients of z;; (j=h—1, &, A1) in (2.7) are of order
0@m;*), we find from (2.8),
Wii=z;[Coeflicient of 0(m,;2)]=0(m?).
Hence Z3=00m;*) , ..(2.9)
which establishes (B).

) L
(C) Let A; denote the difference E, (xn;)—E 1 [Xl-= 5 F(Xa-nye, Xni)
. ] . h=1

L

- EF(x(h"ls xh)s SO that Ai>0.
h=1

Now to- prove this part we expand F(xp-pi, Xu) about
(%n~1> Xy;) with the help of Taylor’s theorem. Thus

L oL L—1
zF(x(h—i)l, Xni) = z F(xp-1, %) +% E
h=1 h=1 h=1
) R L—1
Zns? l: 0 F(Va(élv-hli)i, V,Li) + 8~F(vgi2,v,1’:h+1)¢) :|+ EZM Zo-ni
)
h=1

0 2F(V(h—; yis Vii)

0V(n-1)i0Vn: .. (2.10)

where

Zni=Xni~Xn, V3i=V;—0z;; and 0<f<1.

The terms involving first partial derivatives of F(x—y)s Xn)
cancel out in the light of the i-th system of equation of which [xx]
are the solutions.

From (2.9), z,:=0 (m?%). Since it is easy to verify that the
partial derivatives in (2.1() are of order O(m;), it is clear that

L—1 L—1
Hy= ;?3 . Cm;4). O(my)+ /2 . 0(m:*). (m,),
1

=L.0(m%),

C=00m). -(2.11)
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As .
Xni
F(x(h—l)u xht) Khz J p(t) dt [1+0(K2h1) ]
x(h—1)¢
and 0<p(x) <o, we get F(Xg-1yi, Xni)= O(mza)
Thus

I?'M t~

.1 F(X(n-1yi> X1:) = EL [%n;]=0(m;"),

which gives us

(1—Ey [%)/Er (euil)= ELA[;M] - ggz? =0md). ..(2.12)

(D) As can be easily seen, we have

Xhi Xni
K| po [1+0(K2m>]—[_ [ »0 dt][1+0(1<m2)]
x(h—1) 4 x(h—1);
~—c,[:1 FO(R) :| e (2.13)
where C, is the constant of the system of equatlons
Xn )
3 — ~8
[ I V() dt._, =C, r(2.14)
x(p-1) '
Thus
x},,- .
Vo dr. = [ 140K ]
cx(h-ne
adding over all the strata
L- Xni b .
> | Ve = [ Vp@) d. =Lcrr10em),
h=1 x(p_1)¢ .° a
which gives _
b ' 3 H
c1=[ I %/jTt)Adt./L] [140(n2)). T a(219)
a
But
L

Y

Ep [o] = EK j PO dr. 1+KIN=LC, [0,
h=1  x(h-1)4
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which from (2.15) is equal to

[{ f I20) dt}a JL? ] .'[:1—{—0(”12,-)1

Therefore,

p.on ()L [ umdlfe o

From (C) and (2.16) one obtains
b 3
Lim 5, ind=tin £ (=] [ ¥p@a | [
L-»cw L—w
a

which proves (D). '

This proves the asymptotic equivalence of the approximate
solutions [x,] and the exact solutions [x;]. Since the system of
equations (1.3) for proportional allocation is a particular case of the
system (1.2), it is not considered separately.

3. Summary

Singh and Sukbatme (1969) have considered the problem of
optimum stratifiation on an auxiliary variable x when the form of the
regression of estimation variabley on the auxiliary variable x as also
the form of the conditional variance function” V (y/x) are known.
Minimal equations, solutions to which are the optimum strata
boundaries, have been obtained for Neyman and proportional alloca-
tions. Since the minimal equations cannot be solved exactly,
various methods of finding the approximate solutions have been
suggested. The present note gives certain asymptotic properties of
the approximately optimum strata boundaries that can be obtained
by following the methods suggested in Ekman (1959). '
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